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Purpose: This paper describes a method to achieve consistent clinical image quality in 18F-FDG
scans accounting for patient habitus, dose regimen, image acquisition, and processing techniques.
Methods: Oncological PET/CT scan data for 58 subjects were evaluated retrospectively to derive
analytical curves that predict image quality. Patient noise equivalent count rate and coefficient of
variation (CV) were used as metrics in their analysis. Optimized acquisition protocols were identified
and prospectively applied to 179 subjects.
Results: The adoption of different schemes for three body mass ranges (<60 kg, 60–90 kg, >90 kg)
allows improved image quality with both point spread function and ordered-subsets expectation
maximization-3D reconstruction methods. The application of this methodology showed that CV
improved significantly (p < 0.0001) in clinical practice.
Conclusions: Consistent oncological PET/CT image quality on a high-performance scanner was
achieved from an analysis of the relations existing between dose regimen, patient habitus, acqui-
sition, and processing techniques. The proposed methodology may be used by PET/CT cen-
ters to develop protocols to standardize PET/CT imaging procedures and achieve better patient
management and cost-effective operations. C 2016 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4940354]
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1. INTRODUCTION

Oncological 18F-FDG PET/CT is recognized as a powerful
diagnostic and staging technique for many types of tumors.1–4

Optimal PET/CT application should result in consistent
diagnostic image quality with minimal radiological risks
and adequate patient comfort. Despite efforts to develop
standard PET/CT imaging protocols,5–10 image quality
degradation is often reported, mainly in obese subjects.11–15

Because image quality is heavily influenced by patient
size, PET centers should strive for patient-specific imaging
protocols to assure consistent clinical evaluations.11,12,14

This work provides optimal patient-specific protocols to
match clinical resources of injected activity and acquisition
durations.

Several studies have proposed 18F-FDG linear or quadratic
injected dose regimens aiming at consistent image quality
and accounting for patient body mass, body mass index
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(BMI), image acquisition, and noise equivalent counts
(NECs).12,14,16–19 Ideally, PET should be performed with
optimal acquisition parameters to achieve homogeneous im-
age quality over a specific population. Additionally, advanced
image reconstruction using methods such as point spread
function (PSF) modeling has shown to improve the image
quality and imaging protocols.13,18 The growing availability
of high-performance equipment, reconstruction software, and
quantitative methods provides new opportunities for improved
imaging and patient management7,13,16–20 motivating our ef-
forts to evaluate protocol selections on modern systems. Image
noise and data of NEC are dependent on scanner, activity
concentration, and patient habitus.12 de Groot et al. performed
an analysis of image noise across a range of patients leading to
a suggested quadratic injected-dosing scheme.18 Other authors
have performed similar noise analysis on raw data evaluating
NEC to show the relationship of NEC with different patient-
specific parameters.12,19

Our current work provides similar insight as these prior
protocol development efforts, relating NEC and image noise to
patient parameters, and provides the new, additional value of
recommending patient-specific protocols for both injected ac-
tivity and acquisition duration. These protocols would be valu-
able for a variety of clinical settings including those receiving
a bulk dose each day and needing to distribute the dose in
an optimal manner across patients, or for clinics that inject
identical activities and need to vary the acquisition durations
to achieve similar image quality.

This study investigated patient-dependent parameters
(PDPs), dose regimen, and data acquisition techniques, aiming
at defining a method for high and consistent image quality
of low-dose PET/CT scans. Concurrently, the effects of PSF
reconstruction algorithms were evaluated. Overall, we propose
a methodology to achieve standardized noise levels based on
the optimization of acquisition parameters (activity concen-
tration and acquisition time). This work provides a feasible
methodology that might be applied in PET centers to achieve
uniform image quality over patient population for different
scanners and processing techniques. By using this method,
PET studies might be performed according to a chosen 18F-
FDG administered activity and the acquisition time will be
analytically defined.

2. MATERIALS AND METHODS
2.A. Patient population

A total of 85 18F-FDG-PET adult studies were gathered
over a 3-month period and retrospectively evaluated. Exclu-
sion criteria were pregnancy or nursing, motor difficulties,
liver metastases, hyperglycemia7 at the time of tracer admin-
istration, or a delay exceeding 90 min between 18F-FDG
injection and image acquisition. The study was approved by
the Monte Tabor—Hospital São Rafael ethical board (ID:
27558714.4.0000.0048), submitted to the Brazilian clinical
studies platform (UTN U1111-1163-0663) and to the NIH
Clinical Trials (NCT02378337). Written informed consent
was obtained from all subjects.

2.B. PET/CT imaging

PET/CT imaging was performed on a LSO-based PET
Siemens Biograph TruePoint TrueV (Knoxville, TN, USA)
combined with a 16-slice helical CT scanner (Emotion 16;
Siemens). The PET component operates fully in 3D mode
and incorporates four detector rings of 48 detector blocks,
each comprising 13× 13 crystals (4× 4× 20 mm3) coupled
to four photomultiplier tubes. This configuration covers an
axial field-of-view (FOV) of 216 mm and a transaxial FOV
of 700 mm diameter. The wide detector ring of the system al-
lows a high-performance,20 as confirmed by in house measure-
ments21 [sensitivity = 8.1 cps/kBq at FOV center and noise
equivalent count rate (NECR)= 179 kcps at 33 kBq/ml].

PET/CT was performed according to the clinical protocol
of Hospital São Rafael for tumor PET imaging. Subjects
fasted for 6 h prior to the 18F-FDG injection. The mean
18F-FDG injection dose was 3.44 ± 0.58 MBq/kg (range,
1.81–4.63 MBq/kg). PET scans started 73± 15 min (range,
50–90 min) after injection. Images were acquired from the
midthigh to the vertex of the skull of subjects in supine position
with the arms positioned above the head. CT scans were done
during shallow breathing using the Siemens CareDose4D dose
modulation at 110 kVp (n = 56) and 130 kVp (n = 2), 0.6 s
rotation time, 5 mm slice thickness, and 9.6 mm collimation;
a standard soft tissue reconstruction kernel (Siemens B30s)
was used. Before the whole body PET scan, an image of
the liver was acquired in list-mode (one bed position) during
360 s and the previous CT scan was used for attenuation
correction. Images from the list-mode data were reconstructed
at incremental 30 s intervals up to 360 s (12 images per patient)
with a 168×168 matrix size (4.07×4.07×2.00 mm3 voxels).
Iterative reconstruction algorithms previously validated in our
clinical practice22 were used: (1) ordered-subsets expectation
maximization (OSEM3D) with 3 iterations, 21 subsets, and a
5 mm Gaussian filter and (2) point spread function ordinary
Poisson (PSF) with 2 iterations, 21 subsets, and a 2 mm
Gaussian filter. Data were corrected for random coincidences,
normalization, dead time losses, scatter, and attenuation.

2.C. Image analysis

All images were analyzed with Syngo.VIA version VA30
(Siemens Healthcare). Data and image quality analyses were
done measuring the NECR and the coefficient of variation
(CV) in the liver, which presents a uniform 18F-FDG uptake
in normal subjects.7,18,22

The NECR is a raw data quality metric, not accounting
for normalization, attenuation correction, spatial resolution
effects, and reconstruction algorithms. The NECR was calcu-
lated as

NECR=
T2

T +S+ kR
, (1)

where T is the true coincidence count rate, S is the scatter
coincidence count rate, R is the random coincidence count
rate, and k = 1 (smoothed random correction).23 The true and
random coincidence count rates were estimated by the scanner
and obtained from the full sinogram data header. The scatter
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coincidence rate was calculated as

S = s f ·P, (2)

where sf is the scatter fraction estimated by the scanner and
obtained from reconstructed images and P is the total prompt
event rate.

The quality of the 696 clinical PET image acquisitions
(12 images× 58 subjects) was analyzed using the CV in the
liver as a noise metric. We defined a spherical volume of
interest of 3 cm diameter in the largest liver section to compute
the mean and standard deviation (SD) counts.24–26 The CV in
the liver was calculated as

CV=
SD

Mean
. (3)

Since positron emission is a random process following Poisson
statistics, we can derive a first-order approximation for the CV
from the total collected counts as

CV=
SD

Mean
∼
√

N
N
=

1
√

N
∼ 1
√

A · t
, (4)

where N is the number of measured disintegrations, A is the
activity (MBq) in the volume of interest, and t is the scan
time per bed position (T.BED). In clinical imaging, CV is a
function of equipment performance, injected dose, acquisition
time, reconstruction, processing, and PDP. 18F-FDG uptake
and NECR are usually related to patient body mass, but other
PDP may be more adequate.18,25 For this reason, we evaluated
the influence of PDPs on NECR and CV accounting for patient
habitus: body mass, BMI,27 lean body mass (LBM) as defined
by Hume,28 body surface area (BSA),29 and effective diam-
eter (ED).30,31 Once Eq. (4) is defined by a power function,
we sought to find the coefficients in Eq. (5) that explain our
scanner, reconstruction, and population behavior,17,18

CV= a∗
(
T.BED∗ A(acq)

PDP

)b
, (5)

where a and b are the fitting coefficients and A(acq) is the ac-
tivity at imaging time (injected activity corrected for physical
decay).

In this paper, NEC was used as an intermediate step to
determine the quality of the raw data acquired, whereas CV
was used as a measure of image noise. The statistics in the raw
data follow the Poisson distribution whereas different recon-
struction algorithms and reconstruction parameters can lead
to different relationships between NEC and CV. NEC depends

on scanner characteristics, activity concentration and patient
habitus (body mass, LBM, BSA, BMI, ED). Thus, we used
NEC to determine the best dose regimen for our population.

In order to account for subjective assessment of image
quality, different ranges of noise levels in the liver of 18 sub-
jects (five images of each patient reconstructed with OSEM
3D and PSF) were randomly analyzed by three independent
blinded reviewers. The images were graded by count density
and uniformity, edge definition, and noise by using a 5-point
scale: 1 (poor) to 5 (excellent).

2.D. Protocol validation

To verify the application of methodology in clinical routine,
we conducted a second phase of the study prospectively in
250 subjects (phase 2) using inclusion and exclusion criteria
of the retrospective study (phase 1). Acquisition time per bed
position was analytically defined according to Eq. (5). The
image noise in the liver region was analyzed using the same
technique as phase 1.

2.E. Statistical analysis

In our statistical data analysis, we used GraphPad Prism
5.01 (GraphPad Software, Inc., La Jolla, CA, USA). Deter-
mination coefficients (R2) were applied to determine the PDP
that better matched the power fit with a 95% confidence inter-
val. The residuals of the robust fit were analyzed to identify
outliers (Rout method) with a coefficient Q equal to 1%. The
F test was applied to identify differences between the power
fits, the unpaired t test was applied to identify differences
between phase 1 and 2 for subject characteristics, CV, and dose
regimen values, and p < 0.05 was considered to be statistically
significant. We also performed multivariate analysis to assess
independent variable predictors of CV in Eq. (5), including in
our model the following variables: body mass, LBM, BMI,
BSA, and ED. Graphs were generated with GraphPad Prism
5.01, OriginPro 9.0.0 (OriginLab Corporation, Northampton,
MA, USA) and SigmaPlot 12 [Systat Software, Inc. (SSI), San
Jose, CA, USA].

3. RESULTS
3.A. Study population

The study population of phase 1 was 58 subjects (64%
females) after the exclusion criteria. The mean body mass was

T I. Study population.

Patient-dependent parameter PHASE 1 (n = 58) PHASE 2 (n = 179)
p value
of t test

Age (yr) 56.3 ± 16.5 (range, 18–88) 54.4 ± 16.9 (range, 18–93) —
Body mass (kg) 71.12 ± 15.59 (range, 39–120) 72.84 ± 16.35 (range, 43–120) 0.43
Height (cm) 163 ± 10 (range, 140–180) 165 ± 9 (range, 144–193) 0.75
Body mass index (kg m−2) 26.70 ± 5.52 (range, 15.6–40.2) 26.16 ± 5.15 (range, 15.82–42.98) 0.96
Lean body mass (Hume, kg) 46.96 ± 8.30 (range, 31.2–69.9) 47.80 ± 8.40 (range, 32.12–71.3) 0.85
Body surface area (Du Bois, m2) 1.76 ± 0.21 (range, 1.3–2.3) 1.77 ± 0.22 (range, 1.2–2.3) 0.79
Effective diameter (Brady, cm) 27 ± 3 (range, 20–35) 26 ± 4 (range, 19–34) 0.88

Note: Values are expressed as mean± standard deviation (range, minimum–maximum).
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F. 1. Data points of 58 subjects of NECRN vs body mass (A), BMI (B), effective diameter (C), BSA (D), and LBM (E). The lines in the graphs are the result
of exponential regression of the data.

71.12±15.59 kg (range, 39–120 kg) and the mean height was
163± 10 cm (range, 140–180 cm). Three body mass groups
were defined as the following: below 60 kg (n= 16), 60–90 kg
(n = 36), and over 90 kg (n = 6). An overview of subject
characteristics is given in Table I.

3.B. Noise equivalent count rate

To account for PDP in data analysis, we normalized the
NECR by the 18F-FDG radioactivity at the time of image
acquisition (NECRN) and fitted exponential curves of NECRN

versus PDP (Fig. 1). Other fits were tested but had weaker
relations.

3.C. Image noise

For both reconstruction methods, OSEM3D and PSF
(Table II), power fits of CV versus [T.BED∗A(acq)/PDP], i.e.,
count density normalized for PDPs, were done.

In our sample, body mass was the PDP with the strongest
relations (R2= 0.82 in OSEM3D, p < 0.001; R2= 0.86 in PSF,
p < 0.001).

T II. Fit for CV with various patient-dependent parameters.

CV (OSEM3D) CV (PSF)

Patient-dependent parameter a b R2 p value of F test a b R2 p value of F test

Body mass (kg−1) 1.18 −0.38 0.82 — 1.20 −0.40 0.86 —
Body mass index (kg m−2) 1.60 −0.37 0.77 <0.001 1.89 −0.41 0.82 <0.001
Lean body mass (Hume, kg) 6.14 −0.34 0.69 <0.001 1.26 −0.34 0.58 <0.001
Body surface area (du Bois, m2) 1.32 −0.38 0.77 <0.001 1.48 −0.41 0.80 <0.001
Effective diameter (Brady, m) 4.42 −0.37 0.76 <0.001 5.83 −0.41 0.81 <0.001

Note: Data were fitted with a power adjustment. a and b are fitting parameters [Eq. (5)]. R2: coefficient of determination.
CV: coefficient of variation. OSEM3D: ordered-subsets expectation maximization. PSF: point spread function ordinary
Poisson.

Medical Physics, Vol. 43, No. 2, February 2016
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T III. Results of multiple linear regression analysis.

Patient-dependent parameter
Standardized regression

coefficients β

Probability
p

Body mass (kg−1) −1.221 0.007
Body mass index (kg m−2) −0.866 0.059
Lean body mass (Hume, kg) 0.046 0.896
Body surface area (Du Bois, m2) 1.944 0.004
Effective diameter (Brady, m) −0.672 0.105

The results showed that only body mass and BSA remained
as significant predictors of CV, after controlling for the other
variables (Table III).

CV distributions derived from all 696 images are shown in
Fig. 2 and indicate a strong relation between count density and
image noise within the body mass range.

Figure 3 illustrates PET image quality degradation with
increasing patient body mass: heavier subjects tend to require
more counts to achieve a given noise level.

This may be addressed by increasing dose concentration
or/and acquisition time. Analysis of Fig. 3 suggests a better
CV distribution for each body mass group. For this reason,
the body mass range was divided within three groups (subjects
below 60 kg, between 60 and 90 kg and over 90 kg).

In order to determine optimal total counts for three body
mass ranges of the subjects, we plotted the coefficient of vari-
ation CV as a function of T.BED∗A(acq) for OSEM3D and for
PSF reconstructions (Fig. 4).

We chose these body mass ranges because we observed an
increase in CV data relation for subjects below 60 kg, subjects
between 60 and 90 kg, and for subjects over 90 kg (Table IV);
these relations present p < 0.05, except for the ranges <60 kg
and 60–90 kg in PSF reconstruction, when p < 0.3847.

Figure 5 shows the results of image quality by subjective
assessment reconstructed with (A) OSEM3D and (B) PSF.

The 90 images correspond to six subjects categorized in
each body mass range reconstructed with [(A)–(E)] OSEM3D
and [(F)–(J)] PSF. The subject images were distributed from
9% to 21% noise level (Fig. 6).

Table V shows different dose regimen and acquisition
parameters adjustments for 12% coefficient of variation. By
using the proposed methodology, the duration of acquisition
might be adjusted accordingly to analytically achieve [Eq. (5)]

F. 3. Coefficient of variation (CV) 3D representation of 696 images vs
count density (y-axis) vs body mass (x-axis) for OSEM3D reconstruction.
CV is represented as a color map of six color groups. White lines represent
the segmentation of body mass (below 60 kg, subjects between 60 and 90 kg,
and for subjects over 90 kg). Dashed lines indicate the values considered as
acceptable of CV for each group (visual selection of CV between 10% and
20%). OSEM3D: ordered-subsets expectation maximization.

the required coefficient of variation based on the injected
activity concentration.

3.D. Protocol validation

Since visual perception was indexed by multiple coefficient
of variation in phase 1, we defined an excellent image quality
perception translated into 12% coefficient of variation to be the
standard of quality over the prospective studies.

The population of phase 2 consisted of 179 subjects (54%
females). The mean body mass was 72.8± 16.4 kg (range,
43–120 kg) and the mean height was 165.1±9.2 cm (range,
144–193 cm). Table I shows there are no differences be-
tween population characteristics of phase 1 and 2. The mean
18F-FDG injection dose was 3.29 ± 0.78 MBq/kg (range,
2.22–6.25 MBq/kg) (there is no difference between dose
regimen of phase 1 and 2, p= 0.1672) and PET scans started
72±12 min (range, 50–90 min) (there is no difference between
dose regimen of phase 1 and 2, p = 0.9890) after injection.
The CT parameters were at 110 kVp (n = 175) and 130 kVp
(n= 4), and PET images were reconstructed with OSEM3D as
previously described in the first phase. Figure 7 represents the
comparison of CV between phase 1 and 2 for the whole body
acquisition, showing a significant improvement in image noise
(p < 0.0001).

F. 2. Data points of 696 images and power fits of noise in the liver (CV) vs T.BED∗A(acq)/body mass for OSEM3D (A) and PSF (B) reconstruction. The
lines in the graphs are the result of power regression of the data.
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F. 4. The lines in the graphs represent the power regression of the data
for 696 images. Power fits of coefficient of variation (CV) in the liver
vs T.BED∗A(acq)/body mass [Eq. (5)] for OSEM3D (solid line) and PSF
(dashed line) reconstructions. The body mass fit ranges are <60 kg (n = 16),
60–90 kg (n = 36), >90 kg (n = 6). OSEM3D: ordered-subsets expectation
maximization. PSF: point spread function ordinary Poisson.

4. DISCUSSION

NECR is a complex function of dose concentration and pa-
tient habitus.12,19,32 Our findings suggest that imaging heavier
subjects poses two important issues: (i) increasing the activity
may not improve NECR significantly and (ii) NECRN de-
creases exponentially as body mass increases. Thus, dedicated
protocols must be identified and applied for heavier subjects
in order to minimize radiation hazards and produce adequate
and consistent image quality. Besides the parameters described
for NECR, the image noise observed in reconstructed images
also depends strongly on image acquisition and processing
parameters.

Prior studies have suggested various dose regimens, includ-
ing linear5–7,10 and quadratic regimens based on PDPs (Ref. 18)
as well as fixed dose regimens for all subjects. The linear dose
regimen applied in our study results in a degradation of image
quality with increasing body mass. A quadratic dose regimen
can address this problem, but patient doses become high. Thus,
we sought alternative protocols for consistent quality imaging
of the examined population.

Our findings demonstrate that body mass is the PDP, most
suitable for our protocol, and that NECRN best relates with
patient body mass (R2= 0.72). Although our study examined
a limited population of 58 subjects, we were able to derive 696

images to track data of different noise levels and count density
within a patient range of body mass. Some earlier studies
focused on the activity at injection time.7,12,13,16,33 However,
the count density derives from the activity at imaging time.
Therefore, normalizing to the activity at imaging time dimin-
ishes the bias due to F-18 physical decay, most affected by
delays due to patient management logistics. Effective half-life
would be more realistic, but it was beyond the scope of this
study.34 Everaert et al. suggested that a coefficient of variation
(noise level) of approximately 13% in the liver region may be
clinically acceptable.35 Similarly, we found good to excellent
image quality (Fig. 5) by using 12% noise level based on
subjective assessment of image quality by independent blinded
reviewers.

In this study, we sought to achieve a consistent image noise
level over our patient population while maintaining radiation
doses as low as reasonably achievable. We assessed image
quality based on noise level in the liver, although we recognize
that the relationship between noise and image quality is not
uniquely determined.36,37 A very low CV could be achieved
by applying excessive image smoothing. In this case, liver CV
would be low with poor image quality. It would be preferable
to evaluate both noise and contrast and aspire to protocols
that achieve matched signal to noise or contrast to noise levels
for clinically relevant lesion sizes. Evaluating contrast and/or
signal levels in patient data is extremely challenging due to
the lack of knowledge of true contrast levels and the reality
that contrast performance is strongly a function of feature
size. While previous work has reported protocols with matched
“signal to noise” metrics, their definition of “signal” is not
lesion signal that is arguably the clinically relevant metric of
interest in oncology imaging.18 In fact, our image noise metric,
CV, is the inverse of, and therefore provides identical insight
as, the SNR metric used in prior work.18 Considering lesion
signal performance is difficult to evaluate in patient studies, we
choose to evaluate performance only over a range of protocols
that we have shown in phantom studies to provide reasonable,
clinically acceptable signal levels.22

Our methodology aimed at minimizing radiological risks
to subjects without compromising the diagnostic value of the
PET scan. We did so by choosing parameters that best match
with PDPs, NECR and CV. The power fits we derived may
be used analytically to determine the most appropriate count
density for each individual patient. The method produces rela-
tions between optimal patient 18F-FDG dose for a given im-
age acquisition protocol and required acquisition time in the

T IV. Fit of CV with body mass.

OSEM3D PSF

Body mass range (kg) a b R2 p value of t test a b R2 p value of t test

<60 1.248 −0.4085 0.79 0.0012 1.069 −0.3906 0.76 0.3847
60–90 1.172 −0.3802 0.86 0.0125 1.253 −0.4102 0.90 0.0244
>90 1.129 −0.3582 0.89 0.0001 1.138 −0.3821 0.90 0.0165

Data were fitted with a power adjustment. a and b are fitting parameters [Eq. (5)]. R2: coefficient of determination.
CV: coefficient of variation. OSEM3D: ordered-subsets expectation maximization. PSF: point spread function ordinary
Poisson.
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F. 5. Image quality by subjective assessment for 90 images (six subjects of each body mass range, five images within 9%–21% noise level per subject)
reconstructed with (A) OSEM3D and (B) PSF. The images were graded with a 5-point scale: 1 (poor) to 5 (excellent).

event of a dose bias. For example, an injected activity concen-
tration of 3.7 MBq/kg (0.1 mCi/kg) would result in an acquisi-
tion time of 2.0 min/bed for subjects <60 kg, 2.6 min/bed for
subjects 60–90 kg and 3.4 min for subjects >90 kg to maintain
noise levels at approximately 12% in the OSEM3D reconstruc-
tion. With PSF reconstruction, these times decrease to 1.8,
2.0, and 2.4 min/bed, respectively. It is important to stress that
every institution might decide what noise level is acceptable
for its clinical routine. However, by assuring a standardized
coefficient variation over a population, we guarantee image
quality is maintained.

The results showed that only body mass and BSA remained
as significant predictors of CV, after controlling for the other
variables (Table III). However, LBM, BMI, and BSA are
a function of the body mass, thus having high collinearity,
which jeopardizes the multivariate analysis. For this reason,
we decided to further explore data regarding body mass in our
validation cohort.

The delivery of 18F-FDG in Brazil is based on 370 MBq
(10 mCi) unique dose for every patient. For this reason,
the institution needs to fractionate the dose according to its
protocol. Problems concerning logistics also affect 18F-FDG
availability, imposing some procedures to be performed with
limited 18F-FDG activity. Clinical practice is usually affected
by delays due to subjects with special needs or due to the
need for additional image acquisitions. These issues cause a
dispersion in the delays between dose injection and patient
scans. The proposed methodology does not address physiolog-
ical variables arising in case of delay, but it may be applied to
correct the bias in image quality by analytically adjusting the
scan time per bed position. Other authors also demonstrated
that by knowledge of the image quality behavior according to
specific patient population, it is possible to find the optimal
combination of 18F-FDG activity and acquisition time.17,18

The application of this methodology showed that image noise
improved significantly in clinical practice. The interquartile

F. 6. Coronal and axial slices of a 90 kg male subject reconstructed with different acquisition time to achieve variable CV: (A) and (F) 21%; (B) and (G) 18%;
(C) and (H) 15%; (D) and (I) 12%; (E) and (J) 09%.
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T V. Dose regimen and acquisition parameters adjustments.

Recon method OSEM3D PSF OSEM3D PSF OSEM3D PSF
Body mass (kg) <60 <60 60–90 60–90 >90 >90
Dose regimen
(MBq/kg)

T.BED
(min)

T.BED
(min)

T.BED
(min)

T.BED
(min)

T.BED
(min)

T.BED
(min)

3.0 2.5 2.2 3.3 2.5 4.3 3.0
3.7 2.0 1.8 2.6 2.0 3.4 2.4
5.2 1.5 1.3 1.9 1.4 2.5 1.7

Note: OSEM3D: ordered-subsets expectation maximization. PSF: point spread function ordinary Poisson. T.BED:
acquisition time per bed position for a 12% coefficient of variation [CV, Eq. (5)].

interval in the subjective assessment was bad to good for the
first phase of the study, while it was good for the second phase
(there was no subject evaluated as bad). It evidences that our
methodology provides a predictable result as opposed to the
empirical results found in the first phase of the study.

Although PSF reconstruction offers improved performance
in terms of partial volume effects and detectability with min-
imal pixel size,38 we chose the same pixel size as in the
OSEM3D reconstruction to avoid introducing additional im-
age noise.7

Because noise has a different structure in PSF compared to
OSEM reconstructions, the values of CV for different recon-
struction methods could not be directly comparable,38 and the
CV was determined separately for OSEM and PSF, although
we found 12% as a high quality standard for both reconstruc-
tions. As we demonstrated, PSF changes the optimal rela-
tion between the patient-dependent parameter and the count
density. On the other hand, PSF reconstruction overestimates
quantitative parameters.39,40 Then, we decided not to intro-
duce PSF into clinical routine, despite its higher detectability
performance was demonstrated elsewhere.40 However, further
investigations might demonstrate PSF is a potential tool for
protocol optimization since quantitation is harmonized.40

A limitation of our study is that it is specific for our pop-
ulation, equipment, and reconstruction. The small number of
obese subjects in our population is an additional limitation. A
limitation is also analyzing the overall image quality based
on the noise level in the liver region, which does not guar-
antee satisfactory image quality in other regions. However,
our methodology allows improvements in image quality and

F. 7. Image quality based on CV for the retrospective and prospective sub-
jects, phase 1 (n = 48) and phase 2 (n = 179), respectively. ***p < 0.0001,
student t test.

dosimetry, and we plan to use it or encourage its use for
different PET/CT scanners and different populations, includ-
ing pediatric subjects.

5. CONCLUSION

The definition of the optimal 18F-FDG dose regimen and
acquisition time for a required image noise level, for different
processing and patient-dependent variables in oncological
PET/CT scans, and for a group of subjects from the North-East
of Brazil was performed. These results may be prospectively
used to achieve consistent image quality and optimal radiation
doses. Moreover, PSF reconstruction gives rise to alternative
protocols. Optimized use of 18F-FDG, prevention of image
artifacts, and high quality performance will assist a cost-
effective operation of PET/CT centers.
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