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Abstract

Guidelines have been proposed for assessing the 
quality of clinical trials, observational stud-
ies and validation studies of diagnostic tests. 
More recently, the COSMIN (COnsensus-based 
Standards for the selection of health Measure-
ment INstruments) initiative extended those in 
regards to epidemiological measurement tools 
in general. Among various facets proposed for 
assessment is the validity of an instrument’s di-
mensional structure (or structural validity). The 
purpose of this article is to extend these guide-
lines. A seven-step roadmap is proposed to exam-
ine (1) the hypothesized dimensional structure; 
(2) strength of component indicators regarding 
loading patterns and measurement errors; (3) 
measurement error correlations; (4) factor-based 
convergent and discriminant validity of scales; 
(5) item discrimination and intensity vis-à-vis 
the latent trait spectrum; and (6) the properties 
of raw scores; and (7) factorial invariance. The 
paper also holds that the suggested steps still re-
quire debate and are open to refinements.

Epidemiologic Models; Validity of Tests;  
Methodology

Resumo

Orientações têm sido propostas para avaliar a 
qualidade dos ensaios clínicos, estudos obser-
vacionais e estudos de validação de testes de 
diagnósticos. Mais recentemente, a iniciativa 
COSMIN (COnsensus-based Standards for the 
selection of health Measurement INstruments) 
estendeu essas orientações para instrumentos 
de aferição epidemiológicos em geral. Dentre 
as várias facetas propostas para a avaliação 
concerne a validade da estrutura dimensional 
de um instrumento (ou validade estrutural). O 
objetivo deste artigo é estender essas diretrizes. 
Um roteiro de sete passos é proposto, examinan-
do: (1) a estrutura dimensional postulada; (2) 
a força de indicadores componentes relativa ao 
padrão de cargas e erros de medição; (3) a cor-
relação de resíduos; (4) a validade convergente e 
discriminante fatorial; (5) a capacidade de dis-
criminação e intensidade dos itens em relação 
ao espectro do traço latente; (6) as propriedades 
dos escores brutos; e (7) a invariância fatorial. 
O artigo também sustenta que os passos sugeri-
dos ainda requerem mais debates e estão abertos  
a aperfeiçoamentos.

Modelos Epidemiológicos; Validade dos Testes; 
Metodologia
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Introduction

Several guidelines have been proposed for as-
sessing the quality of validation studies of diag-
nostic tests since the 1990s 1,2. While publica-
tions aiming to discuss the development pro-
cess of measurement tools mostly referred to the 
need for scrutinizing reliability and validity, few 
aimed to standardize the related nomenclature 
or specify the required methods to assess these 
properties 3,4,5.

In this context, the COSMIN – COnsensus-
based Standards for the selection of health Mea-
surement INstruments – initiative has been evolv-
ing in the Netherlands since 2006. Its goal has 
been to establish standards for the methodologi-
cal quality of studies evaluating the measure-
ment properties of instruments assessing health 
status. Basically, the COSMIN proposed three 
evaluation domains: reliability, validity and re-
sponsiveness 6. The validity domain should cover 
face and content validity; criterion validity, be it 
concurrent or predictive, and construct validity. 
The latter should encompass studies using classi-
cal hypothesis testing, and studies on the dimen-
sional structure of an instrument (a.k.a. structur-
al validity). The need to assess studies reporting 
cross-cultural adaptation processes to other so-
ciolinguistic settings has been also emphasized.

In common with the other domains consid-
ered in the COSMIN initiative, evaluating the 
quality of validation studies should be grounded 
on four cornerstones, viz., type of study design, 
sample size, extent and management of missing 
data, and the appropriateness of the employed 
statistical methods. Specific to the evaluation of 
structural validity, best quality studies would be 
those using exploratory and/or confirmatory fac-
tor analyses based on classical test theory or item 
response theory 6.

Although these criteria are unquestionably 
important, to assess the state of the art on the de-
velopment process of a given measurement tool 
and ultimately endorse its suitability for use in 
epidemiological research, there is also a need to 
understand the empirical representation of the 
underlying construct in terms of the properties 
of the component items and related scales 7,8. 
Extending the guideline introduced by COSMIN, 
the present article is an attempt to organize the 
steps to follow in the process of assessing the di-
mensional structure of epidemiological instru-
ments. Beyond statistical technicalities, the arti-
cle aims to discuss particular evaluation criteria, 
focusing on interpretability of findings from an 
applied research perspective.

Essentially, the evaluation of the structural 
validity of a measurement tool consists of cor-

roborating the hypothesized relationship be-
tween latent factors and purported “empirical 
manifests”, i.e., the indicators and related scales. 
Although this process may potentially involve 
many viewpoints and approaches 9,10,11, our pro-
posal consists of a seven-step roadmap detailed 
below.

The seven steps

Step 1: corroborating the dimensional
structure

Traditionally, the analytical foundation for evalu-
ating an instrument’s dimensional structure has 
been through factor analyses. The related sci-
entific literature customarily distinguishes an 
exploratory factor analysis (EFA) from a confir-
matory factor analysis (CFA) 10,12. Yet, the tenu-
ousness of the distinction between “exploration” 
and “confirmation” is noteworthy if one recog-
nizes that the possibility of a true “confirmation” 
through a CFA is slight and only materializes if 
the model under scrutiny effectively happens to 
be completely substantiated. Otherwise, once 
few anomalies are uncovered, the researcher 
immediately falls into an “exploratory mode” 
regardless if thereafter the method employed to 
re-specify the model remains of a confirmatory 
type. Both strategies are thus complementary. 
Note that there is also a connection from a purely 
statistical stance since a confirmatory type of fac-
tor analysis may be regarded as a particular case, 
nested within the general class of exploratory 
models 11.

From an applied perspective then, where 
should one start the corroborating process? 
Some authors contend that an EFA should be 
employed as an initial strategy when a scale is 
being developed from scratch, supposedly when 
little or no prior empirical evidence exists, and/
or when the theoretical basis is insufficient and 
frail 13,14. Once discovering a tenable dimen-
sional pattern, this model would then be submit-
ted to a confirmatory-type modelling process,  
preferably on a new data set to avoid contami-
nation 14. An appropriate model fit (cf. Webap-
pendix, note 1; http://www.ims.uerj.br/docen 
tes/documentos/39/CSP_1436_13_appendix.
pdf) and theoretical coherence would tell the re-
searcher where to stop 9,10.

However, it is worth inquiring whether a “frail 
theoretical basis” is actually sustainable in any 
process aspiring to develop a new instrument or 
in which a consolidated measurement tool is be-
ing cross-culturally adapted. If not, it may make 
little sense to “blindly” implement an EFA in or-
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der to “discover” the number of component di-
mensions and related indicators/items. Maybe, 
it is reasonable to start with a strong CFA that 
clearly depicts the theoretically-based conjec-
tured dimensionality, with its manifest indica-
tors, in principle, intelligibly connected to the 
respective putative factors.

If the course taken is to start with a CFA, the 
researcher then faces three possibilities. One 
concerns the unlikely situation mentioned above 
wherein the specified model flawlessly fits the 
data and is indisputably acceptable. The second 
possibility is when only a few abnormalities are 
identified as, for instance, one or two appar-
ent cross-loadings and/or residual correlations 
as suggested by Modification Indices (MI) and 
respective Expected Parameter Changes (EPC) 
(cf. Webappendix, note 2; http://www.ims.uerj.
br/docentes/documentos/39/CSP_1436_13_ap 
pendix.pdf ). Usually, these anomalies go to-
gether with a moderate degree of model misfit 
or, at times, even with adjustments within ac-
ceptable levels (cf. Webappendix, note 1; http://
www.ims.uerj.br/docentes/documentos/39/
CSP_1436_13_appendix.pdf). Upholding Jöresk-
og’s classification 15, one would then embark 
on an alternative or competing model re-speci-
fication process, remaining within a CFA-type 
framework to estimate freely the proposed fea-
tures until an acceptable model is reached. The 
third scenario is when a wide array of possible 
additional features is suggested by the MIs and/
or EPCs. These may not only be indicating that 
there are several cross-loadings or residual corre-
lations (item redundancies) to be dealt with, but 
maybe that the entire conjectured dimensional 
structure is ill suited and untenable. Often, the 
degree of model misfit tends to be conspicuous 
if there are a number of anomalies suggested in 
tandem.

Although engaging in further CFA-type analy-
ses is always possible in this situation, it is per-
haps best to turn to a fully “exploratory frame-
work”, what Jöreskog 15 called a model generating 
process. As mentioned before, it would be ideal if 
the newly identified models were subsequently 
tested via CFA on original data sets pertaining 
the same population domains. Alternatively, the 
same data could be randomly split so that the 
“best” fitting and theoretically coherent model 
would be identified on part of the sample, and 
this new model then tested in one or more sub-
samples also drawn from the total sample. This 
half-split procedure may not be optimal, but 
could be useful as a first step before a proper cor-
roboration on a new data set is pursued.

Note that this exploratory framework does 
not imply falling back on the traditional common 

(principal axis) factor models 9,10. More complex 
exploratory models have been recently proposed 
by Marsh et al. 16, which consist of fitting explor-
atory models within a CFA framework. Called  
ESEM (Exploratory Structural Equation Model), 
this Exploratory/Confirmatory Factor Analysis 
(E/CFA) holds an advantage over the traditional 
EFA model in so far as it allows relaxing and ef-
fectively implementing some of the restrictions 
the latter imposes. Freely estimating certain pa-
rameters enables testing interesting properties 
that are otherwise only accomplished with a CFA, 
yet the main gist of an EFA is kept. Notably, in ad-
dition to all loadings being freely estimated and 
the possibility of rotation as in an EFA, item re-
siduals/error correlations (addressed later) may 
also be freely evaluated here, which clearly offers 
more flexibility 17. Recent developments have 
reached out to Bayesian frameworks in which 
EFAs and E/CFAs (ESEM) may also be fit, thus 
further enhancing tractability 18,19.

Step 2: evaluating item loading pattern and 
measurement errors

Irrespective of the type of model employed, the 
scrutiny of factor loadings is implicit in the pro-
cedures outlined above since the quest for and 
uncovering of a sustainable dimensional pattern 
presupposes an adequate configuration of the 
item-factor relationship. Several points need as-
sessing, for one, the magnitude of all loadings. 
Understanding that a completely standardized 
loading λi is the correlation between an item and 
the related factor, it may be interpretable as rep-
resenting the strength with which the empirically 
manifested item expresses signals from the un-
derlying latent trait. Thus the anticipation in a 
“well behaved” instrument is that all items relat-
ed conditionally to a given factor show loadings 
of 0.7 or above. This implies a factor explaining 
at least 50% of the indicators’ variances ( 2

i ). Also 
known as item reliabilities, these quantities are 
expressions of the amount the items share with 
the latent trait, i.e., the communalities. The com-
plements of these quantities are the item unique-
nesses (δi), which are properties that should al-
ways be reported since they express the amount 
of information (variance) that remain outside the 
specified factorial system. Although there is no 
consensus on the cut-off above which a unique-
ness is considered high, values above 0.6 should 
be viewed with some caution, while items with 
residuals of 0.7 or above could be candidates for 
suppression and substitution during the mea-
surement tool’s development process 9,10,20.

In practice, though, identifying instruments 
with all items showing such “strong” item load-
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ings/reliabilities is not that common. Lower 
loadings may be acceptable, especially if inter-
spersed with others of higher magnitude. For in-
stance, on scrutinizing the pattern of loadings in 
an exploratory-type model, some authors regard 
values above 0.3 as tolerable 9,10. Another sugges-
tion would be to hold values ranging from 0.35 to 
< 0.5 as “fair” and between 0.5 and < 0.7 as “mod-
erate”. These are clearly rough guidelines. Rela-
tive loading sizes establishing an overall pattern, 
and the substantive (theoretical) context will also 
play a role in aiding the researcher to qualify the 
pertinence of the item set under inspection.

An a priori theoretically-based representa-
tion of the instrument’s dimensional structure 
may instruct the researcher as to how items 
should relate to factors. On a practical level, this 
most often entails connecting mutually exclusive 
indicator sets to specific factors. This also needs 
corroboration since departure from congenerici-
ty (cf. Webappendix, note 3; http://www.ims.uerj.
br/docentes/documentos/39/CSP_1436_13_ap 
pendix.pdf) – when indicators load on more than 
one factor – may be regarded as an unwelcome 
feature 9,21. Of equal importance, item cross-
loadings tend to lower values overall, which in 
turn implies less than desirable factor-specific 
item reliability.

Thoroughly examining the pattern of cross-
loadings is thus also important. However, un-
covering and deciding for the tenability of cross-
loadings may not be clear-cut and easy. There are 
several scenarios to consider, whether to support 
a cross-loading, or to dismiss it. On fitting a CFA, 
for instance, highly correlated factors should im-
mediately catch the researcher’s eye to the pos-
sibility of cross-loadings since the actual model-
ling solution would be striving for the best ad-
justment in the light of this unspecified feature. 
The diagnostic MIs would probably indicate that 
there is something worth estimating freely, but 
a high factor correlation in the light of a “proper 
model fit” may also be flagging undetected cross-
loadings. Yet a blatant cross-loading uncovered 
in an ensuing exploratory-type analysis could be 
concealing something else, such as an unspeci-
fied residual correlation. This would suggest item 
redundancy needing evaluation from a theo-
retical interpretative stance (to be covered in the 
next section).

Regardless of the type of anomaly – whether 
a small item loading, a cross-loading, or a re-
sidual correlation – one possibility would be to 
eliminate the anomalous items. Ultimately, this 
would not have many consequences if other 
items considered appropriate could still map the 
basic dimension (latent trait). If left unchecked, 
however, this decision could lead to obliterating 

content from the latent variable if one or more 
of its empirical representatives were removed 
and left out of the scale. This recommendation 
is all too important in measurement tests imple-
mented as part of cross-cultural adaptation pro-
cesses, in which originally proposed items are 
simply discarded because “they are not working” 
in the new setting. Here, not only content gaps 
may ensue, but this could also affect external 
comparability.

Step 3: Examining content redundancy via
measurement error correlation

The absence of conditionally correlated items 
means that items do not share anything beyond 
the purported latent factor. In evaluating the di-
mensional structure of an instrument, it is thus 
important to ascertain this favorable feature or, 
in contrast, gauge the presence of measurement 
correlations, which should be unwelcome in 
principle. Podsakoff et al. 22 provide a thorough 
overview of possible underlying causes of mea-
surement correlation, which they refer to as com-
mon method biases (cf. Webappendix, note 4; 
http://www.ims.uerj.br/docentes/documentos/ 
39/CSP_1436_13_appendix.pdf). Among sever-
al conditions, one is of particular interest here, 
namely, the presence of measurement errors due 
to at least part of the covariance between items 
stemming from a common and overlapping 
stimulus, be it factual or perceived 9.

Conditional independence is a desirable 
property that should not be assumed a priori 
as often happens, and thus forgo formal assess-
ment. A correlation between residuals may ex-
press itself in poor model fit. Inspection is mostly 
carried out in the context of stringent CFAs 
through MIs and respective EPCs, but can also 
be achieved in the context of E/CFAs 16. How-
ever, the actual magnitude of expected param-
eter changes may not necessarily materialize 
when freely estimating a residual/error correla-
tion, and thus dismissing the initial suspicion. 
Sometimes, though, estimated correlations just 
attenuate and lie within a range that is difficult to 
interpret, for instance, between 0.3 and 0.5. The 
decision of what to make of this is not always triv-
ial and as such it may be wise to turn to theory. 
This brings us to the substantive interpretation 
of residual (error) correlations.

First, though, there is a need to determine 
whether the items involved in a given pair load 
on the same or different factor. If occurring in a 
congeneric pair (i.e., same factor), the items may 
truly be semantically redundant. Similar wording 
is often used unintentionally, even if the aim is 
to express different underlying ideas or actions. 
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Other times, repeating content is overtly intend-
ed and used to crosscheck a particular point, and 
items with slightly different phrasing but similar 
substance are introduced. Regardless, a concern 
would be if the raw item scores of two highly 
conditionally correlated items are both used in 
a total sum of scores. Given that their substan-
tive content overlap, part or most of the content 
along the latent trait spectrum they intended to 
cover would end up “doubly-weighted”.

Residual correlations require management. 
Clearly, a solution would be to allow for correla-
tions in any subsequent analysis, but this also 
entails using intricate models to handle such 
complexities (e.g., structural equation mod-
els). Another solution would be to deal with the 
items involved. What to do actually depends on 
the amount of overlap. In the case of very highly 
correlated items (tending to 1.0), removing one 
item of the pair – possibly the one with the low-
est loading – would be sustainable on the ground 
that little information would be lost given the 
almost complete intersection. This situation is 
uncommon though; most often, residual correla-
tions deserving credit range from 0.3 to 0.6 and 
the decision to withdraw one of the indicators 
may be too radical. Information could be lost, 
especially in scales with few items in which com-
pensation from the other items retained would 
be less likely. In this case, a viable option would 
be to join the semantic contents of the two cor-
related items into a single question designed to 
capture the information both original items ef-
fectively intended to map. Yet this solution, al-
though practical, could run into problems. Some 
information could possibly be missed by the 
respondent, depending on the emphasis given 
to any of the semantic components of the ques-
tion. In so being, the best solution would be to 
go all the way back to the “drawing board” and 
effectively find a single-barreled item as a sub-
stitute, and subsequently test its properties in a 
new study.

Finding a residual correlation between items 
loading on different factors may also come about. 
One explanation is that there is a semantic redun-
dancy as perceived by respondents, perhaps due 
to a dimensional structure misspecification in de-
signing the instrument. In principle, manifests of 
different putative traits should also hold different 
contents and semantics. Faulty design notwith-
standing, the best solution would be to replace at 
least one item of the redundant pair. A suggested 
correlation between errors of items belonging to 
different factors may be indicative of a dimen-
sional misspecification, especially in the form of 
an extant cross-loading demanding further ex-
ploration. Other possible explanations include 

pseudo-redundancies caused by other common 
method variance 22,23. Once again, resorting to 
theory may help in resolving this duality.

Step 4: corroborating factor-based convergent
and discriminant validity of component scales

Convergent and discriminant validity are prop-
erties that have been rather under-appreciated. 
Convergent validity relates to how much the 
component items – the empirical manifest – ef-
fectively combine in order to map a particular 
latent trait. In a sense, it captures the joint “com-
munality” of indicators comprising a given fac-
tor: as Brown 9 (p. 3) states, “discriminant (facto-
rial) validity is indicated by results showing that 
indicators of theoretically distinct constructs are 
not highly intercorrelated”. In tandem, an instru-
ment is said to hold convergent and discriminant 
validity if each set of postulated indicators is ca-
pable of mapping most of the information on to 
the related factor in the expected manner, while 
this amount of information is also greater than 
that shared across factors (cf. Webappendix, note 
5; http://www.ims.uerj.br/docentes/documen 
tos/39/CSP_1436_13_appendix.pdf).

The assessment of factor-based convergent 
validity (FCV) centers on the inspection of the 
Average Variance Extracted (AVE), which formal-
ly gauges the amount of variance captured by a 
common factor in relation to the variance due to 
measurement errors of component items (cf. We-
bappendix, note 6; http://www.ims.uerj.br/do 
centes/documentos/39/CSP_1436_13_appen 
dix.pdf) 10,24. Values may range from 0 to 1. A fac-
tor shows convergent validity if AVE ≥ 0.50, which 
is indicative that at least 50% of the variance in a 
measure is due to the hypothesized underlying 
trait 24. Seen from the opposite perspective, FCV 
is questionable if AVE < 0.50 since the variance 
due to measurement error is then greater than 
the variance due to the construct 10. Because it is 
a summary of what the items supposedly share, 
lack of factor-based convergent validity is mostly 
accountable to the influences of one or few com-
ponent items. Items with weak loadings may 
contribute little, and a re-analysis without those 
showing levels of AVE above 0.5 would endorse 
their removal. Of course, any bolder action would 
also require a joint appreciation of other features 
related to the indicator(s) under inspection.

Factor-based discriminant validity (FDV) is 
also a function of the AVE. A multidimensional 
model holds FDV when the average variance of 
each factor is greater than the square of the cor-
relations between this factor and any other factor 
of the system. For any given factor, the square 
root of AVE ( ve

�
(  ). ) should be higher than the  
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correlations between this factor and all others in 
the measurement model.

Figure 1 portrays a hypothetical scenario 
involving a three-factor structure and differ-
ent strengths of FDV. While ve

�
(  )1  for Factor 1 

is plainly higher than both its correlations with 
Factors 2 (Ф1↔2) and 3 (Ф1↔3) – i.e., FDV seems 
corroborated –, the scenario concerning Factor 2  
shows quite the opposite, with ve

�
(  )2  strikingly 

below the respective factor correlations (Ф2↔1 
and Ф2↔3). FDV would not hold here. The situa-
tion regarding Factor 3 is less clear since the over-
laps of all three 95% confidence intervals are far 
from inconsequential. The differences between 

ve
�

(  )3  and both factor correlations (Ф3↔1 and 
Ф3↔2) require formal testing before any decision 
is made. Note that, given the estimates depicted 
in Figure 1, a researcher could easily be misled by 
following a commonly held rule-of-thumb used 

in applied research that only regards a factor cor-
relation ≥ 0.85 as offering evidence for poor dis-
criminant validity 9,25,26.

The absence of discriminant factorial validity 
may be the result of poor dimensional structure 
specification, meaning, for instance, that the two 
highly correlated factors supposedly covering 
different dimensions of a construct form a one-
dimensional rather than the conjectured two-
dimensional structure. An exploratory approach 
may be used to investigate this hypothesis.

Sometimes, though, there remains a signal 
from the data that separate factors do exist, al-
beit the highly correlated factors. In this case, a 
higher-order factorial model may be considered. 
Fitting and statistically testing these models re-
quires more than two factors and a minimum 
of component items per factor 9. An alternative 
consists of exploring a general factor, which as-

Figure 1

Example of a scenario involving three-factor structure and different degrees of factor-based discriminant validity.  

Фx↔y: factor correlations; Pve( ): average variance extracted of factor x (in brackets: 95% confidence intervals).

(2)ve
�

2 1Ф �
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Ф �

Factor 2

0.4 0.5 0.6 0.7 0.8 0.9 1.0
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(1)ve
�

1 2Ф �

1 3Ф �
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X
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�

3 1
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sumes that the complete set of component items 
prominently load on a single all-encompassing 
factor, along with, or in spite of, the originally 
postulated specific factors. These are called bi-
factor models 18,27,28. Although proposed over 
half a century ago 29, bi-factor models have re-
cently gained renewed interests and software de-
velopments involving bi-factor EFA, ESEM and 
Bayesian models 18.

Another possibility is that there are unspeci-
fied cross-loadings unduly attempting to “express 
themselves” through what could be thought of as 
a “backdoor” path, i.e., by circulating informa-
tion (signal) through pumping up factor correla-
tions. The solution is clearly to identify first these 
cross-loadings, and thereafter recalculate and 
assess FDV. Of course, the uncovered cross load-
ings would still require attention as discussed in 
a previous section (Step 2).

In closing this section, a word is due on how 
factorial convergent/discriminant validity inter-
twines with internal consistency. The latter is a 
property frequently reported related to the notion 
of reliability and though traditionally estimated 
through intra-class correlation coefficient 30,  
it may be recast in terms of the factor-based es-
timates 10,31 (cf. Webappendix, note 6; http://
www.ims.uerj.br/docentes/documentos/39/
CSP_1436_13_appendix.pdf).

Step 5: evaluating item discrimination and
intensity vis-à-vis the latent trait spectrum

Many epidemiological measurement tools hold 
categorical items and in these cases it is also use-
ful to evaluate their ability to discriminate sub-
jects along the latent trait continuum. For this 
purpose, we may turn to Item Response Theory 
(IRT) models 14,32. Also known as latent trait theo-
ry, IRT allows relating the characteristics of items 
and subjects to the probability of endorsing 
a particular response category. IRT models are 
commended when the latent variable is assumed 
continuous and used to explain the response 
of the individual to dichotomous or polychoto-
mous indicators 33. A review of IRT is beyond the 
scope of this text, but for a better understanding 
of what ensues, the reader may want to consult 
the Webappendix, note 7, for a brief account on 
the underlying assumptions 7; alternative IRT 
models 34,35; and the related discrimination (ai) 
and intensity (bi) parameters. Further details 
may be found in Streiner & Norman 36, van der 
Linden & Hambleton 37, Embretson & Reise 32, 
De Boeck & Wilson 38, Ayala 39, Hardouin 40, and 
many references therein.

Within the context of an instrument’s di-
mensional (internal) evaluation, IRT models 

may be regarded as one-dimensional nonlinear 
factor models of a confirmatory type 9,11,41,42. If 
a CFA model is parameterized in a certain way – 
by freely estimating all loadings and thresholds 
and setting factor variances to 1 – there is a di-
rect relationship between obtained factor load-
ings λi and the IRT ai parameters of interest in 
this section. The direct relationship is given by 

2
1

i i i
a = - , indicating that the discrimination 
parameter is simply the ratio of the item’s load-
ing to its residual variance (uniqueness) since  
δ1 = 1-λi

2. This ratio is thus the amount of infor-
mation the item shares with the latent trait to 
what it does not 9,17.

Larger values of ai correspond to steeper item 
characteristic curves (ICC), indicating that if an 
item has good discriminant ability vis-à-vis the 
level of the construct where it is located along the 
spectrum, for any given level of the latent trait θ, 
there is a rapid change in probability of response 
in the positive direction. Conversely, small values 
of ai correspond to less inclined curves showing 
that the positive response probability increases 
rather slowly and that subjects with low levels of 
the latent trait may have similar probabilities of 
endorsing a given item than subjects at higher 
levels of the continuum. The corresponding item 
response curves are respectively illustrated in 
Figure 2a and 2b. Note the difference in “cover-
age” between the two ICC. The probability of a 
positive response in this most discriminating 
scenario (a) increases from 0.2 to 0.8 within a 
quite narrow spectrum of values of the latent trait 
– θs roughly varying from -0.10 to +0.97 – while in 
scenario (b) the probability increases at a much 
slower rate, now covering a wider range of θs – 
roughly, -0.70 to +1.5.

The intensity parameter bi represents the 
location of response categories along the con-
tinuum of the latent variable. These parameters 
may also be estimated through a specifically pa-
rameterized CFA model since they are a function 
of the obtained k–1 thresholds (τi) of categori-
cal items with k levels. This relation is given by  
bi = τi/λi, where λi are the i factor loadings. Note 
that if items are dichotomous there will be only 
one threshold per item and thus only one b-pa-
rameter per item. This parameter corresponds 
to the latent trait level wherein there is a 50% 
chance of change in response category (e.g., 
from negative to positive), conditional on the 
subject’s propensity level along the latent trait 
(Figure 2a and 2b again). In Samejima’s graded 
response model 35, for each item, there are as 
many ICC as there are k – 1 cut-off points be-
tween categories. In a “well-behaved” instru-
ment, one thus expects to have increasing val-
ues of bik (where the subscript now indicates 
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Figure 2

Two examples of item characteristic curves.

ai: item discrimination parameter; bi: item difficulty parameter; θs: latent trait level.
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threshold k ≥ 2 of item i), while also a gradient 
across items filling up the θs spectrum.

From an interpretative viewpoint, as a com-
plement to what has been exposed in Step 3 re-
garding content redundancy via measurement 
error correlation, one could think of a second type 
of “redundancy” when two or more items have 
overlapping bi location parameters. Although not 
necessarily sharing meaning and content, they 
would still be mapping similar regions of the la-
tent trait. Too many overlaying indicators may 
lead to inefficiency since a “latent intensity re-
gion” would end up being superfluously tapped. 
The result would be that much interviewing time 
would be unduly spent in repeatedly asking simi-
larly functioning questions (indicators), but with 
effectively little discretion in regards to the de-
sired rise in “latent intensity”.

Thus, accepting a set of items as effective 
“mappers” of a latent trait goes beyond the mere 
sustainability of the purported dimensional 
structure and the reasonableness of the respec-
tive loading magnitudes. It also depends on how 
the item thresholds span along the latent spec-
trum. Yet, information clustering and ensuing 
“coverage redundancy” is only one side of the 
problem requiring inspection. The other con-
cerns the information gaps that may possibly be 
left open along the latent trait region. It may well 
happen that some bi parameters end up cluster-
ing in a region depicting a lower intensity of the 
θs latent spectrum, whereas other items group 
on the opposite “more intense” side. This void 
leading to sparse information in between would 
be clearly undesirable. Although an overall score 
would still be possible (be it in a factor-based or 
a raw metric), mapping the construct would not 
be smooth, entailing information gaps in some 
regions of the continuum, along with informa-
tion overlapping in others. Further scrutiny 
through misfit diagnostics would be welcome so 
that decisions to modify or even remove items 
from a measurement tool are evidence-based 
rather than anchored on mere appearance 40,43. 
Face validity as to which component items are to 
be included, modified or substituted may be an 
important starting point, but any changes need 
sound support.

Step 6: examining raw scores as latent
factors score proxies

Although, in practice, model-based factor scores 
may be desirable and are estimable – either im-
plicitly whilst estimating causal parameters in 
complex structural equation models, or explic-
itly by drawing plausible latent value from the 
Bayesian posterior distribution 19 –, in many ap-

plied epidemiological studies it is common to 
use raw scores as their empirical representations. 
A scale’s total raw score is typically calculated by 
summing up the component items’ raw scores 
and used “as is” to rank respondents along the 
continuum of the latent variable, or sometimes 
after categorization following pre-defined cut-off 
points. Regardless, before a total raw score can 
be used in practice, it is essential to verify how 
it relates to the corresponding factor score – the 
most plausible representative of the latent vari-
able – and to have its psychometric properties 
scrutinized.

This evaluation may start with examining 
the correlation between the raw score and the 
model-based factor score. Once a strong correla-
tion is established, and so implying that the raw 
score closely charts the factor score, scalability 
and monotonicity should be sought. This may 
be carried out via non-parametric item-response 
theory (NIRT) methods 7.

Scalability refers to the ability of items and, 
by extension, the overall ensuing score of a scale 
to order and properly position subjects along the 
continuum of the latent trait. Besides items cover-
ing evenly the entire spectrum of the latent vari-
able (Step 5), it is also expected that these items 
and, by extension, the overall composite score 
are able to seize an ascending gradation of inten-
sity. The underlying assumption is that if there 
are items with increasing intensity on a scale, a 
subject scoring positively on a given ith item will 
have already scored positively on all items of less-
er intensity. This scenario would constitute the 
perfect Guttman scalogram 8 (cf. Webappendix, 
note 8; http://www.ims.uerj.br/docentes/docu 
mentos/39/CSP_1436_13_appendix.pdf). Since 
this ideal pattern materializes seldom (if ever) in 
real data, the key is to test whether such an un-
derlying state can be assumed as giving rise to the 
actual data at hand. Scalability may be gauged 
through Loevinger’s H coefficient 7 (cf. Webap-
pendix, note 9; http://www.ims.uerj.br/docen 
tes/documentos/39/CSP_1436_13_appendix.
pdf). As suggested by Mokken, values > 0.3 in-
dicate that the scalability assumption is accept-
able, whereas values close to 1.0 indicate that the 
items form a near perfect Guttman scalogram 7.

Under the Monotone Homogeneity Model 
(MHM), the monotonicity assumption holds 
when the probability of an item response greater 
than or equal to any fixed value is a nondecreas-
ing function of the latent trait θs 44. For scales 
involving dichotomous items, this satisfies by 
showing scalability. Unlike the MHM, however, 
a Double Monotonicity Model also assumes that 
the Item Response Functions (IRF) do not inter-
sect across items (a.k.a. invariant item ordering). 
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For scales formed by polychotomous items, the k 
≥ 2 Item Step Response Functions (ISRF) of any 
given item containing k + 1 levels may not inter-
sect if the monotonicity assumption is sustained. 
When the double monotonicity assumption also 
holds, besides “within item” monotonicity (and 
ensuing nonintersections of the k ISRFs), non-
intersections should also occur across ISRFs of 
different items 7. Under double monotonicity, 
one may be fairly confident that items’ scores are 
answered and thus interpreted consistently by 
all respondents, whatever their level of the latent 
trait 7.

Single and double monotonicity may be eval-
uated through the criteria proposed by Molenaar 
et al. 45. Accordingly, a criterion less than 40 sug-
gests that the reported violations (response func-
tion intersections) may be ascribed to sampling 
variation. If the criterion is between 40 and 80, 
a more detailed evaluation is warranted. A crite-
rion beyond 80 raises doubts about the monoto-
nicity assumption of an item and in turn, about 
the scale as a whole. Additionally, assessing the 
number and percentage of violations of monoto-
nicity may also help in the examination. Mono-
tonicity may also be inspected graphically by 
means of the item traces as a function of the “rest 
score” formed by the raw score in which the item 
in focus is left out. See Reichenheim et al. 46 for 
an applied example with display. A full account of 
the methods employed here and details on NIRT 
may be found in Molenaar et al. 45, Sijtsma & Mo-
lenaar 7, and Hardouin et al. 44.

Step 7: assessing dimensional structure and 
measurement invariance across groups

Ideally, the psychometric properties of an instru-
ment and hence its overall performance should 
be stable across different population groups (e.g., 
gender, age, occupations, regions, cultures). Un-
supported measurement invariance suggests 
problems in the design of the instrument, which 
might compromise inferences and comparisons 
between groups.

Invariance assessment can be accomplished 
by multiple-group confirmatory factor analysis 
(MG-CFA), MIMIC models (Multiple Indicators, 
Multiple Causes models, a.k.a., AFC with co-
variates) and IRT models 9. Although respective 
model assumptions and test procedures differ, 
each approach may be regarded as a particular 
case of the generalized latent variable modelling 
framework 33,47,48.

In MG-CFA models, a measurement model is 
estimated simultaneously in several subgroups. 
These models offer the advantage that equiva-
lence of all parameters described above may be 

gauged at once and making possible the simulta-
neous evaluation of dimensional and measure-
ment invariance. The approach consists of test-
ing a set of measurement models in a systematic 
sequence, for instance (adapted from Kankaraš 
et al. 33 and Milfont & Fischer 49), by (1) specify-
ing a factorial model for each sample (group); (2) 
evaluating samples simultaneously to determine 
whether the factor structure is identical when all 
parameters are freely estimated (configural in-
variance); (3) testing loading invariance by freely 
estimating loadings in one group and constrain-
ing all values of the second group to a symmet-
rical equality (metric invariance); and (4) addi-
tionally examining intercept/threshold equality 
across groups (scalar invariance) (cf. Webappen-
dix, note 10; http://www.ims.uerj.br/docentes/
documentos/39/CSP_1436_13_appendix.pdf).

The appraisal of equivalence is achieved in 
comparing the parameter estimates and fit indi-
ces of the model. Besides visually inspecting es-
timated parameters and evaluating per group fit 
indices, change in the fit of nested models should 
also be assessed by, e.g., contrasting the chi-
square of a model with all parameters freely esti-
mated in both groups with another in which the 
corresponding item parameters are constrained 
to be the same. A non-significant chi-square dif-
ference would favor equivalence whereas the ab-
sence of equality in at least one parameter would 
support the rejection of the null hypothesis.

Although this approach seems straight-
forward in principle, the overall assessment of 
invariance – the anticipated “universalist” sce-
nario – may become quite unmanageable as the 
dimensional structure becomes more complex. 
Considering all loadings/residuals and thresh-
olds tested in a multi-dimensional system, the 
prospect of ending up identifying an invariance 
violation becomes real. Moreover, the rejection of 
estimate differences across groups also depends 
on the sample size. Although some recommend-
ed goodness-of-fit indices such as RMSEA or CFI 
account for sample size and model complexity, 
likelihood ratio chi-squares are typically used to 
assess nested models, and it is quite likely that 
minor differences in estimates across groups will 
flag statistical significances. The point to make 
is whether, for instance, a “statistically different” 
loading of λ1(G1) = 0.85 in one group should actu-
ally be considered “substantively different” from 
a loading of λ1(G2) = 0.77 in another group. Recent 
statistical developments using ML-based and 
Bayesian multi-group factorial models are prom-
ising since they allow relaxing the strict zero null 
hypothesis 18,50,51.

A MIMIC model consists of a regression of 
group indicators (e.g., gender: male = 0 and 1 = 
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female) on latent factors and sometimes on in-
dicators (items). Since they are much simpler to 
specify and only allow estimating item intercepts 
or threshold invariances, these models could 
perhaps be thought of as a preliminary testing 
stage.

IRT models also allow assessing parameter 
invariance across groups. Both slope (ai) and 
intercept/threshold (bi) invariances may be in-
spected. The latter is most often reported 32 and 
referred to as uniform differential item function-
ing (DIF) in the literature. Departure from slope 
invariances are designated nonuniform DIF 33. 
Unlike MG-CFA, the IRT approach starts from the 
most restricted model, in which all parameters 
are constrained to equality across groups. This 
baseline model is then compared with models in 
which item parameters are allowed to vary freely 
across groups, one at a time 52. An IRT approach 
may be advantageous is some circumstances 
such as when items are ordinal since it assess-
es several bik parameters per item for each k ≥ 
2 threshold, whereas only one threshold can be 
estimated for each item in a traditional MG-CFA. 
However, IRT requires a one-dimensional con-
struct, larger sample sizes and more items per 
scale for statistical efficiency, and works better 
when invariance is evaluated in no more than 
two groups 52.

Discussion

Although arranged sequentially for didactic 
purposes, the seven steps presented in this ar-
ticle constitute an iterative process in practice. 
In the process of developing a new instrument, 
for instance, a large factor correlation detected 
in Step 4 may raise suspicions of a hidden config-
ural misspecification, commending Step 1 to be 
re-visited. As another example, two quite “well 
behaved” factors may, in fact, hold an underly-
ing effects method 22. In these cases, it would be 
more appropriate to take a step back and, guided 
by theory, revise the entire measurement model.

From a systematic review standpoint, at least 
inspecting all steps would be highly recommend-

ed. It may well be that the evidence concerning 
an instrument under scrutiny is scattered and in-
complete, but still, holding this scrutiny against 
some intelligible standard may help in identify-
ing gaps and pointing out future research. This 
reminds us that the development of any given 
instrument involves a laborious and long pro-
cess – including replications for consistency – 
and that a decision to promote and endorse its 
use cannot lean on only a few restricted and frail 
explorations. A lot of maturing is required before 
a “quality tag” may be assigned to an instrument.

Several issues would still be worth explor-
ing and could perhaps be added to the proposed 
roadmap for assessing the quality of studies on 
the structural validity of epidemiological mea-
surement instruments. One is the analysis of 
invariance through Bayesian models, which al-
low, for instance, relaxing the constraint of set-
ting cross-loadings to absolute zeros in CFA-type 
models 18. Another issue that requires refinement 
concerns the process of identifying cut-off points 
on scales composed of raw scores that is based 
on a covariance modelling (e.g., latent class anal-
ysis 17,53), rather than relying on some untested 
a priori rationale or worse, simply by arbitrarily 
setting thresholds at fixed and equidistant inter-
vals. This appraisal could even qualify as another 
full evaluation step since many epidemiological 
tools are often recommended and used as cat-
egorical variables.

The indefinite article adopted in the title – 
“a seven-step roadmap” – purposely conveys 
the notion that the current proposal is clearly 
incomplete and still a process under construc-
tion, certainly requiring refinements to make it 
more comprehensive and operational to the final 
user. It should be seen as an attempt to synthe-
size information in an effort to add substance to 
the COSMIN initiative in promoting a common 
and systematic approach aimed at granting ro-
bust “quality labels” to measurement tools used 
in health research. Perhaps, in the long run, clear 
and practical guidelines may ensue from the dis-
cussions initiated here.



Reichenheim ME et al.938

Cad. Saúde Pública, Rio de Janeiro, 30(5):927-939, mai, 2014

Resumen

Se han propuesto directrices para evaluar la calidad 
de los ensayos clínicos, estudios observacionales y estu-
dios de validación de pruebas de diagnóstico. Más re-
cientemente, la iniciativa COSMIN (COnsensus-based 
Standards for the selection of Health Measurement 
INstruments) amplió estas directrices para la medición 
de herramientas epidemiológicas en general. Una de las 
muchas facetas propuestas para la evaluación se refie-
re a la validez de la estructura dimensional del instru-
mento (o validez estructural). El objetivo de este trabajo 
es extender estas directrices. Se propone un guion de 
siete pasos, examinando: (1) la estructura dimensional, 
(2) la fuerza de indicadores componentes relativos con 
los patrones de las cargas y errores de medición; (3) la 
correlación de los residuos, (4) la validez factorial con-
vergente y discriminante; (5) la capacidad de discrimi-
nación e intensidad de indicadores en relación a rasgos 
latentes; (6) las propiedades de las puntuaciones bru-
tas, (7) invariancia factorial. El artículo también señala 
que las medidas propuestas aún requieren mayor dis-
cusión y están abiertos a mejoras.

Modelos Epidemiológicos; Validez de las Pruebas; 
Metodología
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